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a b s t r a c t

A new PDE solver was introduced recently, in Part I of this two-paper sequence, on the
basis of two main concepts: the well-known Alternating Direction Implicit (ADI) approach,
on one hand, and a certain ‘‘Fourier Continuation” (FC) method for the resolution of the
Gibbs phenomenon, on the other. Unlike previous alternating direction methods of order
higher than one, which only deliver unconditional stability for rectangular domains, the
new high-order FC-AD (Fourier-Continuation Alternating-Direction) algorithm yields
unconditional stability for general domains—at an OðN logðNÞÞ cost per time-step for an N
point spatial discretization grid. In the present contribution we provide an overall theoret-
ical discussion of the FC-AD approach and we extend the FC-AD methodology to linear
hyperbolic PDEs. In particular, we study the convergence properties of the newly intro-
duced FC(Gram) Fourier Continuation method for both approximation of general functions
and solution of the alternating-direction ODEs. We also present (for parabolic PDEs on gen-
eral domains, and, thus, for our associated elliptic solvers) a stability criterion which, when
satisfied, ensures unconditional stability of the FC-AD algorithm. Use of this criterion in
conjunction with numerical evaluation of a series of singular values (of the alternating-
direction discrete one-dimensional operators) suggests clearly that the fifth-order accurate
class of parabolic and elliptic FC-AD solvers we propose is indeed unconditionally stable for
all smooth spatial domains and for arbitrarily fine discretizations. To illustrate the FC-AD
methodology in the hyperbolic PDE context, finally, we present an example concerning
the Wave Equation—demonstrating sixth-order spatial and fourth-order temporal accu-
racy, as well as a complete absence of the debilitating ‘‘dispersion error”, also known as
‘‘pollution error”, that arises as finite-difference and finite-element solvers are applied to
solution of wave propagation problems.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The FC-AD (Fourier-Continuation Alternating-Direction) methodology introduced in [1] (Part I of this two-paper se-
quence) relies on two main elements: a novel spectral technique for general spatial domains (which is based on the one-
dimensional Fourier Continuation method introduced in Part I) and the classical ADI approach pioneered by Douglas, Peac-
eman and Rachford [2–6]. Unlike previous alternating direction methods of order higher than one, which only deliver uncon-
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ditional stability for rectangular domains, the new high-order FC-AD algorithm yields unconditional stability for general do-
mains—at an OðN logðNÞÞ cost per time-step for an N point spatial discretization grid. In the present contribution we provide
an overall theoretical discussion of the FC-AD approach concerning unconditional stability and accuracy in the (linear) par-
abolic and elliptic contexts, and we extend the FC-AD methodology to problems concerning wave propagation and scatter-
ing. In conjunction with numerical evaluation of a series of singular values (of the alternating-direction discrete one-
dimensional operators), our theory suggests clearly that the fifth-order accurate class of parabolic and elliptic FC-AD solvers
we propose is indeed unconditionally stable for all smooth spatial domains and for arbitrarily fine discretizations. To illus-
trate the FC-AD methodology in the hyperbolic PDE context, finally, we present an example concerning the Wave Equation—
demonstrating sixth-order spatial and fourth-order temporal accuracy, as well as complete absence of the debilitating ‘‘dis-
persion error”, also known as ‘‘pollution error”, that arises as finite-difference and finite-element solvers are applied to solu-
tion of wave propagation problems.

(A number of attempts have been made to combine the unconditional stability of the alternating direction type schemes
with the spectral character of Fourier bases [7–10]. We expect that, like our FC-AD method, these Fourier-based approaches
do not suffer from pollution errors. These previous efforts did not provide stable Fourier-based alternating-direction solvers
for non-rectangular geometries; a more detailed discussion in these regards as well as comments concerning related spectral
and spectral-element methodologies are given in the introduction to Part I.)

The appeal of the implicit alternating direction algorithms lies in the efficiency that results from their achievement of
unconditional stability at a reduced cost per time-step. An important limitation has hindered the usefulness of the ADI, how-
ever: previous alternating direction methods could not be directly applied to PDEs on arbitrary (non-rectangular) domains
without reducing the truncation error near the boundary to first order [11]. We note that while the ADI has been applied to
problems on non-rectangular geometries [12–14], these applications were based on mappings of the PDE domains to rect-
angular regions—a procedure that is generally prohibitively laborious. To our knowledge, the FC-AD approach provides the
first high-order accurate unconditionally stable alternating-direction scheme for general domains that does not rely on do-
main mappings.

A general discussion of current research on finite-difference and finite-element methods in the parabolic case for both
simple and complex geometries was provided in Part I; here it is useful to summarize some of the main conclusions we have
drawn as we placed the parabolic FC-AD algorithms in the context of the underlying literature. For diffusion equations the
most notable advantage provided by the FC-AD approach lies in its unconditional stability for general domains: in Part I we
demonstrated, for example, an improvement of a factor of 1000 in computing times, for engineering accuracies, over the
computing time required by state of the art methodologies. Another interesting comparison concerns the contribution
[15], which proposes a SAT method of order four of spatial and temporal accuracy for the diffusion equation: to our knowl-
edge, this work introduces the SAT parabolic solver of highest demonstrated order of spatial accuracy. (Unlike the CFL con-
dition for regular finite-difference methods, the SAT CFL restrictions are not affected as severely by small distances between
the boundary and the nearest discretization points in the computational domain.) In view of their explicit character, how-
ever, existing SAT methods for parabolic equations do require time-steps proportional to the square of the spatial mesh-size,
thus giving rise to high computing costs. In a direct comparison with the numerical example put forth in [15], for instance,
our parabolic FC-AD solver produced the solution with accuracies matching the values 3� 10�4, 5� 10�5 and 1� 10�5

shown in Fig. 13 of that reference, in computational times that we estimate to be of the order of 80–100 times faster than
those required by the method introduced in that reference. Such improvement factors result mainly for the fact that our
unconditionally stable solver can produce the prescribed accuracies with a number of approximately 100 times fewer
time-steps than the, e.g. 50,000 time-steps used by the SAT method in conjunction with its coarsest spatial discretization.
These improvement-factor estimates take into account the slightly super-linear FFT cost and the cost arising from the
fourth-order Richardson extrapolation inherent in our solver, as well as the cost arising from the fourth-order Runge–Kutta
and nine-point finite differences stencil used in the method [15].

As mentioned above, besides an analysis of the parabolic and elliptic FC-AD solvers introduced previously, in this paper
we put forward new FC-AD algorithms for the Wave Equation in two and three spatial dimensions. As is well known, spectral
approaches provide major advantages over other methodologies for the solution of wave propagation problems. Indeed, ow-
ing to the accumulation of phase errors over multiple wave-cycles in long wave-trains, finite-difference and finite-element
methods typically give rise to significant ‘‘dispersion errors”, also known as ‘‘pollution errors”, and thus require use of very
large numbers of points per wavelength (PPW) in large-scale problems [16]. This difficulty was discussed in detail in [17,18]
in the contexts of finite-difference and finite-element methods (FEM), respectively. It has long been recognized, further, that
spectral methods generally do not suffer from this difficulty. As might be expected in view of the spectral nature of the FC-AD
algorithms, the same is true of our Wave Equation FC-AD approach. Thus, the new FC-AD Wave Equation solver combines the
low PPW-requirements typical of spectral solvers together with the geometric flexibility, high-order accuracy and uncondi-
tional stability otherwise inherent in the parabolic and elliptic FC-AD solvers.

To demonstrate the significant advantages offered by the (essentially dispersionless) FC method in the hyperbolic context
we compare its performance with that resulting from finite-difference solvers of second- and fourth-orders of accuracy. In
order to avoid difficulties associated with enforcement of boundary conditions in the finite-difference context, the finite-dif-
ference tests we perform involve periodic geometries only; our FC simulations, in turn, involve non-periodic, complex-geom-
etry cases. The relevance of such comparisons becomes apparent when one considers that second- and fourth-order is indeed
the state of the art accuracy-order for finite-difference solvers in complex domains: general-domain solvers recently made
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available for solution of the Wave Equation include the second-order SAT method [19] and the compact scheme with
enforcement of boundary conditions along normals [20]. These contributions demonstrate second- and fourth-order accura-
cies, respectively, by considering test PDE problems in annular domains and solutions with sinusoidal time dependence: a
geometry of 1.5 wavelengths in diameter in [19] and (in addition to convergence studies for travelling waves) a one-wave-
length propagation problem (one-cycle of a 10-wavelength scattering problem) in [20]. The accuracies demonstrated (for
complex geometries) in these contributions is in full agreement with the accuracy produced by the second- and fourth-order
periodic finite-difference tests we have performed—indicating a high-quality enforcement of boundary conditions in [19,20].
In particular we are confident that the periodic finite-difference tests we have conducted provide a reliable reference for
comparison of the performance of the FC methods with state of the art finite-difference methods for complex domains.
As shown in Fig. 13, for example, the 15 point-per-wavelength FC method produces solutions with 1% L1-error for problems
involving 200 wavelengths—and, even 300 wavelengths and beyond; our fourth-order periodic finite-difference comparison
code, in turn, requires 40 points per wavelength to solve the 200-wavelength problem with the same 1% error. (Results of a
13 point-per-wavelength test on a computational domain 200 wavelengths in diameter were presented in [20], but no esti-
mates of the error were provided for that solution; based on our own periodic-domain finite-difference tests we expect the
associated L1-errors to be of the order of 40% or higher—since our fourth-order finite-difference periodic-geometry test dis-
played in Fig. 13, shows 40% L1-errors at 15 points-per-wavelength.) We thus estimate that, for a three-dimensional prob-
lem of 200-wavelengths in diameter at 1% L1-error, use of the FC method gives rise to a reduction by a factor of nineteen
ð¼ ð40=15Þ3Þ in the number of discretization points over those required by competitive fourth-order finite-difference tech-
niques—with corresponding savings in computing time and memory. The discretization-size improvement factors are much
more significant when comparisons are made with the second-order finite-difference methods used most often in practice:
at 1% L1-error, and, again, for a 200 wavelength problem in three dimensions, the number of discretization points required
by the FC method is 50,000 times smaller than the corresponding number of points required by a second-order finite-differ-
ence approach; see Section 7 for details.

Other relevant recent references concerning hyperbolic solvers include [21–23]. The Discontinuous Galerkin methods
[23], on one hand, are flexible and robust, but they can be expensive in execution time when compared to lower-order meth-
ods; in any case it seems reasonable to expect the gains resulting from the FC method when compared to finite-element ap-
proaches should be even more significant than those discussed in the comparison with finite-difference methods presented
above. An innovative method for the wave propagation problem, based on a Green’s function time-evolution approach, on
the other hand, was put forth in [24]. While this explicit method was shown to be capable of evolving solutions without
restrictions imposed by the dimensions of the smallest spatial cells, a number of examples [21] show that the method suffers
from instabilities. An exploratory discussion of a related method is presented in [22], showing that instabilities indeed occur,
and that these can be controlled, at least in some cases, by changing the discretization densities around boundaries; the pa-
per concludes, however, by stating that ‘‘the general conditions for this [stable, high-order] behavior remain unknown. This
problem is formidable. . .”.

Our FC-AD methodology overlays the geometry with a Cartesian mesh DX, as shown in Fig. 1, and it uses, in addition, all
boundary points that lie at the intersection of the domain boundary with Cartesian discretization lines L: an example of a line
parallel to the x axis together with corresponding boundary points x‘ and xr is depicted in Fig. 2. Note that on each Cartesian
discretization line L a certain line-dependent number n ¼ nðLÞ of equi-spaced interior points are positioned in an arbitrary
manner with respect to x‘ and xr , with the only limitation that x1 � x‘ and xr � xn are both less than or equal to h, where
h ¼ xjþ1 � xj; j ¼ 1; . . . ;n is the interior-point spacing. After use of alternating direction operator splittings to reduce the
PDE to a series of ODEs (of the form (42), see e.g. Eq. (82) below and Part I), our FC-AD approach uses a mesh such as the
one depicted in Fig. 2 together with the high-order Fourier Continuation algorithm detailed in Part I (the FC(Gram) method)
Fig. 1. Cartesian discretization DX ¼ G \X of a non-rectangular open domain X.



Fig. 2. One-dimensional discretization grid ðL \ G \XÞ [ ðL \ @XÞ on a typical discretization line L parallel to the x axis; similar discretizations are used on
all discretization lines L parallel to each one of the Cartesian coordinate axes. Note the boundary points L \ @X ¼ fx‘; xrg that generically do not lie on the
regular one-dimensional Cartesian grid. A total of n discretization points xj; j ¼ 1; . . . ; n are shown in addition to the boundary points x‘ and xr .
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to solve these ODEs with high-order accuracy at FFT speed—resulting, in all, in a high-order accurate solution to the PDE with
unconditional stability and, for wave propagation problems, without the difficulties posed by dispersion/pollution errors.

This paper is organized as follows: after a brief description of the FC(Gram) approximation method, in Section 2 we ana-
lyze the errors that result from this algorithm. An estimate of the errors arising from the corresponding FC-ODE algorithm, in
turn, is given in Section 3. The unconditional stability of the method for the Heat and Poisson Equations in a D-dimensional
domain, D P 2, is studied in Section 4 via a reduction to a one-dimensional stability problem which can be solved through
evaluation of certain singular value decompositions. As discussed in Section 4, unlike finite-difference eigenvalue-based sta-
bility tests, our stability criterion relies in an essential manner on use of singular values; see Remark 4.1. (Numerical results
demonstrating unconditional stability and high-order accuracy of the FC-AD algorithm for the Heat and Poisson Equations, in
agreement with the theoretical results of Sections 2–4, were presented in Part I.) In Section 5, we then extend the FC-AD
methodology to the Wave Equation and, in Section 6, we present numerical results obtained from this approach—demon-
strating, once again, unconditional stability and high-order accuracy. Results of an FC-AD algorithm which, in addition, pro-
duces a high-order of temporal accuracy, are also presented in this section. In Section 7, we present a comparative study on
the numbers of PPW required by various methods showing, in particular, that the FC-AD algorithms do not suffer from dis-
persion/pollution effects. Our conclusions, finally, are put forward in Section 8.

2. Accuracy of the FC(Gram) approximation

2.1. Summary of the FC(Gram) continuation algorithm

The FC(Gram) method, the details of which are presented in Part I, provides an accelerated variant of the ‘‘continuation
methods” introduced previously [25–27]; as discussed above, the FC(Gram) algorithm is a centerpiece of the FC-AD solver
[1]. Briefly, an application of the FC(Gram) to a smooth function y ¼ f ðxÞ defined on a bounded segment of the real line, pro-
ceeds by constructing a matching function fmatch that joins curves obtained from portions of the graph of f near the bound-
aries of its domain of definition, see Fig. 3; using fmatch the algorithm then produces a periodic function over a larger domain.
Without loss of generality let the domain of the function f be the interval [0,1], let D be the length of the boundary segments
from which curves to be joined are obtained, and let the length the extended periodicity interval of the continuation function
be 1þ d. Further, let xj ¼ ðj� 1Þh; j ¼ 1; . . . ;n, h ¼ 1=ðn� 1Þ, be a uniform discretization of the interval [0,1] with x1 ¼ 0 and
xn ¼ 1, and let
Fig. 3.
functio
D ¼ IðnD � 1Þh and d ¼ Iðnd � 1Þh ð1Þ
Calculation of a periodic extension of f ðxÞ ¼ esinð5:4px�2:7pÞ�cosð2pxÞ using only a small subset of function values ðnD ¼ 10Þ. Raised for visibility, the
n fmatchðxÞ is displayed in the upper-right portion of the figure.
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for certain integers I, nD and nd. The semi-positive-definite scalar products ð�; �Þleft and ð�; �Þright – that are used in the prescrip-
tion given below – are defined by
ðh; kÞleft ¼
X

j2Sleft

hðxjÞkðxjÞ and

ðh; kÞright ¼
X

j2Sright

hðxj þ 1þ dÞkðxj þ 1þ dÞ;
ð2Þ
where Sright ¼ f1; I þ 1;2I þ 1; . . . ; ðnD � 1ÞI þ 1g and Sleft ¼ fn� ðnD � 1ÞI;n� ðnD � 2ÞI;n� ðnD � 3ÞI; . . . ;ng.
With reference to Fig. 3, the main elements of the FC(Gram) continuation method (which are presented in greater detail in

[1]) are indicated in what follows:

1. For a given value of m (the resulting order of the approximation will be mþ 1), an orthonormal basis Bleft ¼ Pr
leftðxÞ

� �m
r¼0 of

the space of polynomials of degree 6 m with respect to the scalar product ð�; �Þleft is obtained by applying the ð�; �Þleft-based
Gram–Schmidt orthogonalization process to the set f1; x; x2; . . . ; xmg in order of increasing degree. Analogously, an ortho-

normal basis Bright ¼ Pr
rightðxÞ

n om

r¼0
of the space of polynomials of degree 6 m with respect to the scalar product ð�; �Þright is

obtained by applying the ð�; �Þright-based Gram–Schmidt orthogonalization process to the set f1; x; x2; . . . ; xmg in order of
increasing degree. (In practice, to avoid accuracy losses, our algorithms use the Gram–Schmidt orthogonalization process
with partial reorthonormalization; see Part I.)

Remark 2.1. The ‘‘skipping-parameter” I determines the number ðI � 1Þ of discretization points xj in each one of the
boundary intervals ½1� D;1� and ½1þ d;1þ dþ D� that are ‘‘skipped” between any two discretization points used in the
scalar product (2). As mentioned in Part I and as is established by the error estimate (37) below, slight increases of the
parameter I are necessary to achieve convergence of the FC(Gram) algorithm to absolute zero errors (see also Remark 2.5).
The necessary increases to achieve such convergence are actually extremely slow: in practice the value I ¼ 1 (no skipping) is
sufficient for high-order convergence to machine precision levels.

2. Given a function f 2 Ck½0;1�, the coefficients
ar
left ¼ fleft; P

r
left

� �
left and ar

right ¼ fright; P
r
right

� �
right

ð3Þ
of the polynomial approximations (projections)
f p
leftðxÞ ¼

Xm

r¼0

ar
leftP

r
leftðxÞ and f p

rightðxÞ ¼
Xm

r¼0

ar
rightP

r
rightðxÞ ð4Þ
are obtained.
3. Highly accurate pre-computed FC(SVD) continuations f P;Q 2 C1per½1� D;1þ 2dþ D� are used for certain pairs fP;Qg of

Gram Polynomials, where P 2 Bleft and Q 2 Bright, and where f P;Q 2 C1per ½1� D;1þ 2dþ D� is a Fourier Continuation of both
P and Q. Various types of polynomial pairings are admissible as are methods to effect their joint continuation; full details
concerning our prescriptions in these regards are presented in Section 2.3 of Part I. As indicated in that section, the
method we use leads to certain continuation functions f r

even and f r
odd; r ¼ 0; . . . ;m.

4. The function fmatch is obtained as the following linear combination of the FC(SVD) continuations mentioned in point 3:
fmatchðxÞ ¼
Xm

r¼0

ar
left þ ar

right

2
f r
evenðxÞ þ

ar
left � ar

right

2
f r
oddðxÞ: ð5Þ
5. A ‘‘discontinuous-projection” function f dp is constructed according to the following formula (which is used in part on the
basis of stability considerations presented in Section 4):
f dpðxÞ ¼

f p
rightðx� 1� dÞ for x 2 ½0;D�;

f ðxÞ for x 2 ðD;1� DÞ;

f p
leftðxÞ for x 2 ½1� D;1�;

fmatchðxÞ for x 2 ð1;1þ dÞ;

f dpðxþ 1þ dÞ ¼ f dpðxÞ for all x in R:

8>>>>>>>>>><>>>>>>>>>>:
ð6Þ
6. The FC(Gram) continuation f c of f is obtained, finally, as a trigonometric polynomial of periodicity interval ½0;1þ d� and
appropriate degree, that interpolates f dp at the equi-spaced mesh xj ¼ ðj� 1Þh; j ¼ 1; . . . ;nþ Iðnd � 1Þ � 1. (Notice that,
although the function f dp is discontinuous, see Remark 2.3, this function is close to a smooth and periodic function of period
1þ d.) In detail, f c is defined as the Trigonometric Interpolant ðT Þ
f cðxÞ ¼ T ðf dpÞðxÞ: ð7Þ
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Here, the action of the operator T on a function g 2 L2½0;1þ d� is defined by
T ðgÞðxÞ ¼ 1
1þ d

X
k2tðnþIðnd�1Þ�1Þ

cke�Wkx; ð8Þ
where Wk ¼ 2pik
1þd ; tðrÞ ¼ fk 2 N : �r=2þ 1 6 k 6 r=2g for r even and tðrÞ ¼ fk 2 N : �ðr � 1Þ=2 6 k 6 ðr � 1Þ=2g for r odd, and

where the coefficients ck, which are given by the Discrete Fourier Transform
ck ¼
1þ d

nþ Iðnd � 1Þ � 1

XnþIðnd�1Þ�1

j¼1

gðxjÞeWkxj ; ð9Þ
can clearly be obtained rapidly by means of a Fast Fourier Transform (FFT). Although FFTs of size given by powers of two can
generally not be used in this context, as discussed in the introduction to Part I, use of ‘‘adequate” FFT implementations enable
evaluation of the discrete Fourier Transform (9) at a computational cost of Ofðnþ Iðnd � 1Þ � 1Þ logðnþ Iðnd � 1Þ � 1Þg
operations.
Remark 2.2. It is easy to check that, while for the error analysis below it is useful to define fmatch and f dp as functions of a
continuous variable x (which requires f itself to be a function of the continuous variable x), the definition of the function f cðxÞ
actually depends only on the values ðf1; . . . ; fnÞ ¼ ðf ðx1Þ; . . . ; f ðxnÞÞ. Thus, via the substitutions
f ðxjÞ ! fj for j ¼ 1; . . . ; n; ð10Þ
the prescriptions above can be used to define a Fourier Continuation function f cðxÞ from discrete data of the form
f ¼ ðf1; . . . ; fnÞ.
2.2. Error analysis in the interval [0,1]

The brief description above of the FC(Gram) continuation algorithm suffices for the purposes of this paper; a more de-
tailed presentation in these regards is given in Part I. In what follows we provide an estimate of the error in FC(Gram)
approximations of a smooth function f 2 Ck½0;1�, where k is either a sufficiently large positive integer or k ¼ 1. In Section
2.3, we then extend this result to provide estimates of the extrapolation errors that occur as the FC(Gram) continuation
method in the interval [0,1] is used for a smooth function f that is defined in a ‘‘slightly extended interval”
½�eleft;1þ eright� � ½0;1�. (The extended error estimate is needed for our analysis of the FC(ODE) error in Section 3.) To obtain
our FC-Gram error estimates we evaluate the errors arising from each of the error-generating elements of the method,
namely steps 2, 3–4 and 5–6 above.

Remark 2.3. In our analysis of the FC-AD algorithms a slight variation of the function f dp, namely, the discontinuous
extension function
f deðxÞ ¼

f ðxÞ for x 2 ½0;1�;

fmatchðxÞ for x 2 ð1;1þ d�;

f deðxþ 1þ dÞ ¼ f deðxÞ for all x in R;

8>>><>>>: ð11Þ
is used in addition to f dp itself. Clearly, the functions f de and f dp differ by amounts that tend to zero like hmþ1 as h! 0. At
some points in our analysis it will prove necessary to perform certain blending operations on discontinuous functions which,
like f de and f dp, differ by little from a smooth function. The smooth functions resulting from such blending procedures will be
distinguished by superimposing a bar to the function name so that, e.g. the smooth, blended version of f de will be denoted by
f de. For example, the blended version of the function f de is defined by
f deðxÞ ¼

f ðxÞ þwðx=DÞðfmatchðxþ 1þ dÞ � f ðxÞÞ for x 2 ½0;D�;

f ðxÞ for x 2 ðD;1� DÞ;

f ðxÞ þwðð1� xÞ=DÞðfmatchðxÞ � f ðxÞÞ for x 2 ½1� D;1þ d�;

f deðxþ 1þ dÞ ¼ f deðxÞ for all x 2 R;

8>>>>>><>>>>>>:
ð12Þ
where wðxÞ is a smooth infinitely differentiable windowing function satisfying 0 6 wðxÞ 6 1, and such that wðxÞ ¼ 1 for x 6 0
and wðxÞ ¼ 0 for x P 1. Fig. 4 demonstrates the blending procedure around x ¼ 1 assuming D ¼ 0:1: the functions f and fmatch,
which are defined in ½0;1� and ½1� D;1þ dþ D�, respectively, are blended smoothly in the region ½1� D;1� ¼ ½0:9;1�.
Although our analysis uses smooth blending functions such as f de, our final error estimates apply to the function f c—whose
definition does not include the use of blending procedures.
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Fig. 4. Blended (smooth) version f de of f de near x ¼ 1, resulting from smooth blending of f and fmatch according to Eq. (12).
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2.2.1. Error arising from step 2 of the FC(Gram) algorithm
Step 2 of the FC(Gram) algorithm projects orthogonally the boundary functions f left and fright onto spaces of polynomials

of degree 6 m with respect to the semi-positive definite discrete scalar products (2). To proceed with our error analysis we
consider optimal L1 polynomial approximations: we let pleft and pright be the optimal maximum norm approximations of fleft

and fright by polynomials of degree m in the corresponding D-length boundary regions. A well known expression (cf. [28, p.
91]) gives the maximum-norm best polynomial approximation; in the present case we obtain, for example
kfleft � pleftkL1½1�D;1� ¼
Dmþ1jf ðmþ1ÞðnÞj
22mþ1ðmþ 1Þ!

ð13Þ
for some point n in the D-length interval, with a similar identity for fright and pright. Since pleft is in the space of polynomials of
degree 6 m, its orthogonal projection (according to (2)) into the subspace of polynomials is equal to itself. Thus, the maxi-
mum error made in projecting fleft into the subspace of polynomials of degree 6 m over the interval ½1� D;1� is bounded as
follows:
fleft � f p
left

�� ��
L1½1�D;1� 6 kfleft � pleftkL1½1�D;1� þ

Xm

r¼0

pleft � fleft; P
r
left

� �
leftP

r
left

�����
�����

L1½1�D;1�

: ð14Þ
Introducing the quantity (related to the Lebesgue constant, cf. [28, p. 100])
Lðm;nDÞ ¼ max
x2½1�D;1�

Xm

r¼0

1; Pr
left

		 		� �
left Pr

leftðxÞ
		 		 ¼ max

x2½1þd;1þdþD�

Xm

r¼0

1; Pr
right

			 			� �
right

Pr
rightðxÞ

			 			 ð15Þ
(the definitions in terms of ‘‘left” and ‘‘right” polynomials coincide in view of the easily-established identity
Pr

rightðxÞ ¼ Pr
leftðx� d� DÞ) it follows that
Xm

r¼0

pleft � fleft; P
r
left

� �
leftP

r
left

�����
�����

L1½1�D;1�

6 Lðm; nDÞkfleft � pleftkL1½1�D;1� ð16Þ
with a corresponding inequality with ‘‘left” substituted by ‘‘right” and ½1� D;1� substituted by ½1þ d;1þ dþ D�. Thus, denot-
ing by M the maximum of f ðmþ1ÞðxÞ over the intervals ½1� D;1� and ½0;D� (whose values coincide with those of the corre-
sponding derivatives of fleft and fright on the intervals ½1� D;1� and ½1þ d;1þ dþ D�, respectively), we obtain the bounds
fleft � f p
left

�� ��
L1½1�D;1� 6 ð1þ Lðm; nDÞÞ

Dmþ1M

22mþ1ðmþ 1Þ!
and ð17Þ

fright � f p
right

��� ���
L1½1þd;1þdþD�

6 ð1þ Lðm; nDÞÞ
Dmþ1M

22mþ1ðmþ 1Þ!
: ð18Þ
The parameter Lðm;nDÞ for values of the maximum polynomial degree m and the dimension nD of the discrete scalar products
(2) that are relevant to this work (which can be obtained by means of direct evaluations of the expression (15)) are displayed
in Table 1.



Table 1
Lebesgue-type constants Lðm;nDÞ for nD ¼ 10 and for various values of m of interest in the present section. The estimates of the parameter Lðm;nDÞ displayed in
this table were obtained as the maximum of the first sum in Eq. (15) over 30,000 equi-spaced points in the interval ½1� D; 1�.

m ¼ 4 m ¼ 5 m ¼ 9

Lðm;nDÞ 1.7021 1.9261 17.849
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2.2.2. Error arising from steps 3 and 4 of the FC(Gram) algorithm
An additional component of the error in the FC(Gram) continuation method arises as the FC(SVD) algorithm is used to

produce the matching function fmatch. Clearly this additional error can be evaluated as a linear combination of the errors
in the approximation of the relevant even and odd Gram polynomial pairs by the corresponding FC(SVD) continuation func-
tions f r

even and f r
odd for each r 2 f0; . . . ;mg. Table 2 lists the latter errors for the even and odd polynomial pairs arising from the

six Gram polynomials r 2 f0; . . . ;5g that are used in the FC-AD approach, and for parameter values (see point 4 above) as
detailed in Part I.

The errors inherent in the FC(SVD) continuations f r
even and f r

odd of the Gram basis functions (Table 2) can be combined
according to Eq. (5) to produce an estimate of the error in the approximation of fleft and fright by fmatch: for x 2 ½1� D;1�,
we obtain
Table 2
Maximu
f r
odd for
½1� D;1

r

0

1

2

3

4

5

fmatchðxÞ � f p
leftðxÞ ¼

Xm

r¼0

ar
left þ ar

right

2
f r
evenðxÞ � Pr

leftðxÞ
� �

þ
ar

left � ar
right

2
f r
oddðxÞ � Pr

leftðxÞ
� �

ð19Þ
with a similar result on the right for x 2 ½1þ d;1þ dþ D�. For future use we introduce the notation
S0ðmÞ ¼ max fmatch � f p
left

�� ��
L1½1�D;1�; fmatch � f p

right

��� ���
L1½1þd;1þdþD�


 �
; ð20Þ
which is used in our subsequent error analysis; note that S0ðmÞ also depends on d=D; nD, g and � : S0ðmÞ ¼ S0ðm; d=D;nD; g; � Þ.
In view of (19) and the corresponding equation involving f p

rightðxÞ; S0ðmÞ can be bounded, for our choice of parameters, in
terms of the approximation errors listed in Table 2. Clearly, owing to the observed spectral accuracy of the FC(SVD) contin-
uation method [27], given a fixed nD; S0ðmÞ decays spectrally as g and � grow appropriately, see point 3 in Section 2.1, inde-
pendently of I.

Remark 2.4. With reference to Table 2, we note that the errors arising in steps 3 and 4 are negligible in practice. Indeed the
coefficients multiplying f r

even and f r
odd decay like OðhrÞ and thus full machine precision approximations can be obtained from

steps 3 and 4 despite entries in Table 2 which are larger than machine precision.
2.2.3. Error arising from the overall FC(Gram) algorithm: steps 1–6
Since f c ¼ T ðf dpÞ, to estimate kf � f ckL1½0;1� ¼ kf � T ðf dpÞkL1½0;1�, we first construct a smooth approximation f de (see Remark

2.3) of the discontinuous function f de (using the smooth windowing function wðxÞ scaled to a D-length interval, see e.g. Eq.
(12) above). It is easy to obtain estimates, that are needed in what follows, of the error introduced by the smoothing process:
from the fact that 0 6 wðxÞ 6 1 and from the bounds (17), (18) and (20), we obtain the result
kf � f dekL1½0;1� 6 S0ðmÞ þ ð1þ Lðm; nDÞÞ
Dmþ1M

22mþ1ðmþ 1Þ!
: ð21Þ
Considering the definition (6) of f dp, in turn, we obtain
kf dp � f dekL1½0;1� 6 S0ðmÞ þ ð1þ Lðm;nDÞÞ
Dmþ1M

22mþ1ðmþ 1Þ!
: ð22Þ
m values over ½1� D;1� [ ½1þ d;1þ dþ D� of the differences between the even and odd Gram polynomial pairs and their SVD continuations f r
even and

the parameter values nD ¼ 10, d=D ¼ 26=9, g ¼ 63 and � ¼ 150. (Maximum values evaluated as maxima over 1800 points in the set
� [ ½1þ d;1þ dþ D�.)

max Pr
left; P

r
right

n o
� f r

even

			 			 max Pr
left;�Pr

right

n o
� f r

odd

			 			
5:6� 10�17 1:7� 10�16

6:1� 10�16 5:6� 10�16

2:9� 10�15 2:5� 10�15

1:4� 10�14 1:6� 10�14

1:4� 10�13 5:6� 10�14

4:2� 10�13 5:3� 10�13
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The desired estimate of the error kf � T ðf dpÞkL1½0;1� is based on use of the smooth and ð1þ dÞ-periodic function f de: adding

and subtracting both f de and its interpolant T ðf deÞ we see, in view of (21), that it suffices to obtain adequate estimates for

kf de � T ðf deÞkL1½0;1� and kT ðf deÞ � T ðf dpÞkL1½0;1�; we obtain such estimates in what follows.

In order to obtain a bound for kf de � T ðf deÞkL1½0;1� (whose final form is given in Eq. (35) below) we consider the exact Fou-
rier series of f de and, recalling the definition of the function t given below Eq. (8), its tðnþ Iðnd � 1Þ � 1Þ-term truncation f de

trunc
f deðxÞ ¼ 1
1þ d

X1
k�1

cex
k e�Wkx; f de

truncðxÞ ¼
1

1þ d

X
k2tðnþIðnd�1Þ�1Þ

cex
k e�Wkx; ð23Þ
as well as its trigonometric interpolation
T ðf deÞðxÞ ¼ 1
1þ d

X
k2tðnþIðnd�1Þ�1Þ

cke�Wkx; ð24Þ
where again Wk ¼ 2pik
1þd. Clearly, the interpolation coefficients ck (Eq. (9)) do not coincide with the exact Fourier coefficients of

the function f de, which are given by
cex
k ¼

Z 1þd

0
f deðxÞeWkx dx: ð25Þ
The error introduced in the approximation of the function f de by T ðf deÞ can be estimated as follows:
jf deðxÞ � T ðf deÞðxÞj 6 f deðxÞ � T f de
trunc

� �
ðxÞ

			 			þ T f de � f de
trunc

� �
ðxÞ

			 			: ð26Þ
Now, from a classical result [29, p. 119, 30, p. 272] on trigonometric interpolation error, for a function g 2 L1½0;1þ d� we
have
jT ðgÞðxÞj 6 fCT logðnþ Iðnd � 1Þ � 1ÞkgkL1½0;1þd� ð27Þ
for some constant fCT . Letting g ¼ f de � f de
trunc (the tail of the Fourier series) and recognizing that, since T f de

trunc

� �
¼ f de

trunc, the
first term on the right hand side of Eq. (26) equals jgðxÞj, from Eqs. (26) and (27) we obtain
jf deðxÞ � T ðf deÞðxÞj 6 CT logðnþ Iðnd � 1Þ � 1Þ f de � f de
trunc

��� ���
L1½0;1þd�

; ð28Þ
where CT ¼ fCT þ 1.
To express our estimate in terms of the parameters of the problem we note that, clearly
f de � f de
trunc

��� ���
L1½0;1þd�

6

X
kRtðnþIðnd�1Þ�1Þ

cex
k

		 		: ð29Þ
To bound the magnitude of the coefficients cex
k , we use integration by parts q times on Eq. (25); we obtain
cex
k ¼

ð�1Þq

Wq
k

Z 1þd

0
f deðqÞðxÞeWkx dx; ð30Þ
where the boundary terms of the integration by parts procedure vanish since f de is a smooth periodic function. But, over the
interval ½1;1þ d�, the function f de coincides with fmatch, which is given by the linear combination (5). It follows that, over that
interval, the qth order derivative f deðqÞ is given by the corresponding linear combination of f r

even

� �ðqÞ and f r
odd

� �ðqÞ
; r ¼ 0; . . . ;m.

Further, the polynomials in the bases Bleft and Bright and, therefore, their FC(SVD) continuations f r
even and f r

odd, can be obtained
as scaled versions of a set of C1 functions that are independent of d, D, I and h—provided that, as prescribed in point 4 of
Section 2.1, nD; d=D, g and � are kept fixed. It follows that, for all q P 0; f ðqÞmatchðxÞ is bounded by D�q times a constant inde-
pendent of h, d, I and D. Similarly, for any q P 0, the qth derivative wðqÞ of the windowing function used to construct f de is
bounded, and, thus, the qth derivatives dq

=dxqðwðx=DÞÞ and dq
=dxqðwðð1� xÞ=DÞÞ of the scaled functions over the respective

intervals ½0;D� and ½1� D;1� are bounded by D�q times a constant independent of h, d, I and D. Thus, using the chain rule for
differentiation we see that, for fixed f 2 Cq½0;1�, there exist constants Fq and Mq, independent of h, d, I and D, such that
dq

dxq f deðxÞ
				 				 6 MqD

�q for x 2 ½0;D�;
Fq for x 2 ½D;1� D�;
MqD

�q for x 2 ½1� D;1þ d�;

8><>: ð31Þ
where Mq depends only mildly on the function being approximated. Eqs. (30) and (31) give rise to the following bound for
the coefficients cex

k :
cex
k

		 		 6 ð1þ dÞq

ð2pkÞq
Fq þ

ðdþ 2DÞð1þ dÞq

ð2pkDÞq
Mq: ð32Þ
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From the definition of the function t (below Eq. (8)) we note that for k R tðnþ Iðnd � 1Þ � 1Þ we have jkjP ð1þ dÞ=2h.
Clearly for all q > 1 and n P 1 we also have
X1
k¼n

1
kq 6

1
nq
þ
Z 1

n

1
kq dk ¼ 1

nq
þ 1

ðq� 1ÞðnÞq�1 6
q

ðq� 1Þnq
: ð33Þ
Therefore from Eqs. (29) and (32), we obtain the bound
f de � f de
trunc

��� ���
L1½0;1þd�

6
qð1þ dÞhq�1

ðq� 1Þpq
Fq þ

qðd=Dþ 2Þð1þ dÞhq�1D

ðq� 1ÞðpDÞq
Mq ð34Þ
and, in view of (28), one of the two needed estimates follows:
kT ðf deÞ � f dekL1½0;1þd� 6 CT logðnþ Iðnd � 1Þ � 1Þ qð1þ dÞhq�1

ðq� 1Þpq
Fq þ CT logðnþ Iðnd � 1Þ � 1Þ

� qðd=Dþ 2Þð1þ dÞhq�1D

ðq� 1ÞðpDÞq
Mq: ð35Þ
Noting that f de ¼ f dp on the interval ½1;1þ d� and using (22) and (27), finally, we obtain
kT ðf deÞ � T ðf dpÞkL1½0;1� 6 CT logðnþ Iðnd � 1Þ � 1Þ S0ðmÞ þ ð1þ Lðm;nDÞÞ
Dmþ1M

22mþ1ðmþ 1Þ!

 !
: ð36Þ
The full estimate of the error of the FC(Gram) approximation now follows by combining Eqs. (21), (35) and (36):
kf � f ckL1½0;1� 6 logðnþ Iðnd � 1Þ � 1Þðf1 þ f2 þ f3 þ f4Þ ð37Þ
with
f1 ¼ ðCT þ 1Þð1þ Lðm;nDÞÞ
Dmþ1M

22mþ1ðmþ 1Þ!
; f2 ¼ ðCT þ 1ÞS0ðmÞ; ð38Þ

f3 ¼ CT
qð1þ dÞhq�1

ðq� 1Þpq
Fq; and f4 ¼ CT

qðd=Dþ 2Þð1þ dÞhq�1D

ðq� 1ÞðpDÞq
Mq: ð39Þ
Remark 2.5. Since, according to the prescription in Eq. (1), D equals IðnD � 1Þh with integer values of I and nD (nD fixed), the
quantities f1 and f3 converge to zero like hmþ1 as h! 0, provided q is large enough. The quantities f2 and f4, in contrast, do
not tend to zero as h! 0: in this limit f2 and f4 converge to small values determined by the errors of approximation of Gram
polynomials by FC(SVD) continuations. In view of the observed spectral convergence of the FC(SVD) approximation, (some
details of such a convergence proof have been verified numerically but a rigorous proof is still unavailable [27]), given a fixed
nD, the quantity f2 decays spectrally as g and � grow appropriately, see point 3 in Section 2.1, independently of I. The
skipping parameter I, in turn, can be increased holding g and � fixed (and increasing n ¼ 1=hþ 1 as necessary), to make f4 as
small as desired. Thus, taking fixed values of nD and d=D, the bound (37) implies convergence of the FC(Gram) algorithm as h
tends to zero and I, g and � are allowed to grow appropriately. Our numerical experiments [1] indicate that, taking I ¼ 1,
suitable values for the FC(SVD) continuations parameters g and � can be selected (see Table 2 and Remark 2.4) to ensure
Oðhmþ1Þ convergence of the FC(Gram) approximation to full machine precision. In view of these considerations, only I ¼ 1 is
used in our numerical examples and theoretical considerations for the remainder of this paper.
2.3. Error analysis in the slightly extended interval ½�eleft; 1þ eright� � ½0; 1�

As mentioned at the beginning of Section 2.2, here we generalize the analysis provided in that section to obtain bounds on
the extrapolation errors that occur as the FC(Gram) continuation method in the interval [0,1] is used to approximate a
smooth function f on a ‘‘slightly extended interval” ½�eleft;1þ eright� � ½0;1� with eleft ¼ x1 � x‘ < h and eright ¼ xr � xn < h
(see Section 1). These bounds are used in Section 3 to estimate the accuracy of the FC-ODE algorithm.

To obtain bounds valid in the interval ½�eleft;1þ eright� � ½0;1�, only the bounds (21) and (22) (and consequently, only the
parameters f1 and f2 in Eq. (37)) need to be generalized to the interval ½�eleft;1þ eright�: the estimate (35) is already valid over
the slightly extended interval. Letting
e ¼maxðeleft; erightÞ and De ¼ Dþ e; ð40Þ
and generalizing the analysis of the previous section to the slightly larger interval yields a bound of the form (37) with f1 and
f2 substituted by
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fe
1 ¼ ðCT þ 1Þð1þ Leðm; nDÞÞ

ðDeÞmþ1M

22mþ1ðmþ 1Þ!
and fe

2 ¼ ðCT þ 1ÞSe
0ðmÞ; ð41Þ
where Leðm; nDÞ is given by the obvious modification of (15), i.e., the maximum is now evaluated over the interval
½1� D;1þ e�. Fig. 5 demonstrates, for the function f ðxÞ ¼ ex, the extrapolation errors that result as the Fourier Continuation
function f c is used to approximate the original function f in the interval ½1;1þ h�—displaying, in particular, errors in the inter-
vals ½1;1þ eright� for all eright 6 h.

Clearly, the value of Leðm;nDÞ (which we have evaluated numerically as the maximum of a large number of points in the
interval ½1� D;1þ e�) is an increasing function of e. The effect of the extrapolation is significant: our numerical calculations
show that Leðm;nDÞ increases rapidly with e, going from about 1.7 for e ¼ 0 to a limit as e! h that is no larger than 8.5 for
m ¼ 4, and from just less than 2 for e ¼ 0 to a maximum of about 16 as e! h for m ¼ 5. We only consider here the depen-
dence of Leðm;nDÞ on e for m ¼ 4 and m ¼ 5 since, owing to the stability considerations presented in Section 4, these are the
values of m we use within our FC-AD methodology. These bounds on Leðm;nDÞ (8.5 for m ¼ 4 and 16 for m ¼ 5) are indepen-
dent of the mesh and therefore constants for the convergence analysis of the FC(Gram) approximation. The value of Se

0ðmÞ, in
turn, is determined in the same manner as S0ðmÞ (see the text below Eq. (20)); upper bounds for Se

0ðmÞ for all 0 6 e 6 h can be
obtained as the values in Table 3 are used instead of those in Table 2: Table 3 assumes the worst possible case e ¼ h. Finally,
we note that Remark 2.4 applies in the present context as well.

Remark 2.6. The results of this section provide estimates on the errors that result as the FC(Gram) continuation functions f c

are used to approximate a function f defined in an extended interval ½�eleft;1þ eright�. In particular, the errors in such (h-
dependent) intervals converge to zero in the manner analogous to that indicated in Remark 2.5.
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Left: Fourier Continuation function f c with periodicity interval 1þ d ¼ 1:5 for f ðxÞ ¼ ex obtained, with m ¼ 4, from n ¼ 51 equi-spaced points in the
l [0,1] (including the points x ¼ 0 and x ¼ 1); the step-size is h ¼ 0:02. For reference both f c and the exponential function ex are displayed in the full
ation interval ½0;1þ d� ¼ ½0;1:5�. Right: Difference ex � f cðxÞ for x 2 ½1;1þ h� ¼ ½1;1:02�. The estimate (37) with f1 ¼ fe

1 and f2 ¼ fe
2 given by Eq. (41)

nd f4 given by Eq. (39) predicts that, in the present case, the departure between ex and f cðxÞ for x 2 ½1;1:02� is not larger than 8:0� 10�7. Clearly the
isplayed in the right figure are consistent with the theoretical error bound.

m values over ½1� D;1þ h� [ ½1þ d� h;1þ dþ D� of the differences between the even and odd Gram polynomial pairs and their SVD continuations
d f r

odd for the parameter values nD ¼ 10; d=D ¼ 26=9; g ¼ 63 and � ¼ 150. (Maximum values evaluated as maxima over 2000 points in the set
þ h� [ ½1þ d� h;1þ dþ D�.)
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3. Accuracy of the FC-ODE algorithm

As mentioned in Section 1, the overall FC-AD approach proceeds by reducing a PDE to a series of ODEs that are subse-
quently solved by means of the FC(Gram)-based ODE solver FC-ODE. In what follows we briefly review the main lines of
the FC-ODE algorithm for ODEs arising from the Heat, Wave and Poisson Equations, and we present an error analysis estab-
lishing its high-order convergence.

Given an ODE of the form
�a2u00ðxÞ þ uðxÞ ¼ FðxÞ; uðx‘Þ ¼ B‘; uðxrÞ ¼ Br ; ð42Þ
the FC-ODE algorithm produces an approximate solution �u,
�u ¼ Sx‘;xr ;B‘;Br
a2 ;x ½f � ð43Þ
(where �u ¼ ð�ujÞ is an approximation of the exact-solution values uðxjÞ) for a given approximation f ¼ ðfjÞ of the ODE right-
hand-side, fj � FðxjÞ. We describe our FC-ODE algorithm in what follows.

Remark 3.1. In our PDE applications, a is a simple function of the time-step Dt, see Eq. (85) and Part I. Some of the
prescriptions for the FC-ODE solver are introduced to give rise to stability in our overall FC-AD PDE solver.

In its first step, FC-ODE obtains the FC(Gram) continuation Fourier series f cðxÞ of ðfjÞ (see Section 2.1 and Remark 2.2)
f cðxÞ ¼
X

k2tðnþnd�2Þ
ake2pi xk

ðxr�x‘Þð1þdÞ: ð44Þ
Next, including the appropriate solution of the associated homogeneous problem, the function v obtained as
vðxÞ ¼
X

k2tðnþnd�2Þ

ak

1þ 4a2p2k2

ðxr�x‘Þ2ð1þdÞ2
e2pi xk

ðxr�x‘ Þð1þdÞ þ c1h1ðxÞ þ c2h2ðxÞ; ð45Þ
solves Eq. (42) with F replaced by f c , where c1 and c2 are constants chosen to fit the boundary conditions in (42) and where
the homogeneous solutions are given by,
h1ðxÞ ¼ ex=jaj and h2ðxÞ ¼ e�x=jaj: ð46Þ
Then, a discrete correction gj is introduced in the FC-ODE (for full consistency), which is obtained as the solution of the
equations
� a2 gjþ1 � 2gj þ gj�1

h2 þ gj ¼ fj � f cðxjÞ; for j 2 f1; . . . ;nDg [ fn� nD þ 1; . . . ;ng; ð47Þ

gj ¼ 0 otherwise ð48Þ
with boundary conditions g0 ¼ 0; gnDþ1 ¼ 0; gn�nD
¼ 0 and gnþ1 ¼ 0. The discrete solution �uj of the ODE under consideration,

finally, is constructed as
�uj ¼ gj � gp
j þ ð1� vÞvp

j þ vvb
j ; v ¼minð25a2=h2

;1Þ; ð49Þ
where the superscripts p and b denote boundary projections (open and closed, respectively) into a polynomial basis of degree
m. The open boundary projection (superscript p), which results from use of the inner product defined in Eq. (2) (applied to
the discrete data v j, compare Remark 2.2) coincides with the projection used in step 2 of the FC(Gram) algorithm. The closed
boundary projections (superscript b) are defined and computed similarly, using scalar products defined over the sets
fxj : j 2 Sleftg [ fxrg and fxj : j 2 Srightg [ fx‘g instead of those given in Eq. (2); see Part I for details. We note that use of this
combination of open and closed boundary projections was experimentally determined to insure that the error in the FC-
ODE solution tends to zero as a tends to zero, while yielding unconditional stability in the overall FC-AD solver; an extended
description in these regards is presented in Part I. This concludes our brief description of the FC-ODE algorithm, and we thus
turn to our error analysis of this method.

In order to determine the error of the approximate solution �u ¼ ð�ujÞ given by Eq. (49), assuming
F 2 Ck½x‘; xr � ðu 2 Ckþ2½x‘; xr �Þ, we consider the Green’s function associated with the differential operator in Eq. (42). For clar-
ity, and without loss of generality, in this section we let x‘ ¼ 0 and xr ¼ 1; notice this notational simplification is different
from the one made in Section 2.1, where we set x1 ¼ 0 and xn ¼ 1 instead. (The interval ½0;1� here corresponds to the ex-
tended interval ½�eleft;1þ eright� of Section 2.3!) The Green’s function for zero Dirichlet data for the interval ½x‘; xr � ¼ ½0;1�
is given by
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Gðx; ~xÞ ¼
2e1=jaj

jajðe2=jaj�1Þ sinh ~x
jaj

� �
sinh 1�x

jaj

� �
for ~x < x;

2e1=jaj

jajðe2=jaj�1Þ sinh 1�~x
jaj

� �
sinh x

jaj

� �
for x < ~x:

8><>: ð50Þ
Since the function v (defined in Eq. (45)) is the exact solution of
�a2v 00ðxÞ þ vðxÞ ¼ f cðxÞ; vðx‘Þ ¼ B‘; vðxrÞ ¼ Br ; ð51Þ
it follows that
uðxÞ � vðxÞ ¼
Z 1

0
ðFð~xÞ � f cð~xÞÞGðx; ~xÞd~x: ð52Þ
Clearly this quantity is bounded by
ku� vkL1½0;1� 6 kF � f ckL1½0;1�

Z 1

0
jGðx; ~xÞtjd~x: ð53Þ
Noting that Gðx; ~xÞP 0 for x; ~x 2 ½0;1�, and that, further,
0 6
Z 1

0
Gðx; ~xÞd~x ¼ 1�

sinh 1�x
jaj

� �
þ sinh x

jaj

� �
sinh 1

jaj

� � 6 1; ð54Þ
we obtain
ku� vkL1½0;1� 6 kF � f ckL1½0;1�: ð55Þ
We now consider the error resulting from the open and closed stability-projections. Let up and ub be the open and closed
boundary projections of the function u; these functions are approximations of u by polynomials of degree m. The approxi-
mation error in these projections can be bounded by a procedure analogous to that used in the context of the error analysis
for the FC(Gram) algorithm. Recalling the definitions of e and De from Eq. (40), we have
ku� upkL1½0;1� 6 ð1þ Leðm;nDÞÞ
Deð Þmþ1Mu

22mþ1ðmþ 1Þ!
ð56Þ
and
ku� ubkL1½0;1� 6 ð1þ Le
Bðm; nDÞÞ

Deð Þmþ1Mu

22mþ1ðmþ 1Þ!
; ð57Þ
where Mu is the maximum of the ðmþ 1Þth derivative of u over the set ½0; xnD � [ ½xn�nDþ1;1�. The new constant Le
Bðm;nDÞ in Eq.

(57) is a quantity analogous to Leðm;nDÞ which uses a set of discrete sampling points that includes the relevant boundary
point (x‘ or xr) in the boundary projection. A direct evaluation of this quantity, performed in a manner similar to that de-
scribed in the caption of Table 1, shows that with nD ¼ 10 we have Le

Bðm;nDÞ 6 2:1 for m ¼ 4 and m ¼ 5.
The discrete correction gj, which, as discussed in Part I, is used to ensure full consistency of the FC-AD algorithm, is ob-

tained as the solution to Eq. (47). We clearly have
XnD

j¼1

ðgjÞ
2
6

XnD

j¼1

ðfj � f cðxjÞÞ2 and
Xn

j¼n�nDþ1

ðgjÞ
2
6

Xn

j¼n�nDþ1

ðfj � f cðxjÞÞ2; ð58Þ
since gj is obtained for each of the two sets j 2 f1; . . . ;nDg and j 2 fn� nD þ 1; . . . ;ng by inverting a symmetric positive def-
inite matrix with eigenvalues greater than or equal to one. Further, gj � gp

j is bounded by
max
j¼1;...;n

gj � gp
j

			 			 6 ffiffiffiffiffiffi
nD
p
kF � f ckL1½0;1�; ð59Þ
since gp
j is calculated by an orthogonal projection for which the bounds
XnD

j¼1

gj � gp
j

� �2
6

XnD

j¼1

ðgjÞ
2 and

Xn

j¼n�nDþ1

gj � gp
j

� �2
6

Xn

j¼n�nDþ1

ðgjÞ
2 ð60Þ
hold. (Note that gj ¼ gp
j ¼ 0 for j ¼ nD þ 1; . . . ;n� nD.) The error in the approximation �uj, defined in Eq. (49) as
�uj ¼ gj � gp
j þ ð1� vÞvp

j þ vvb
j ; ð61Þ
can then be bounded by combining the previous bounds. With some algebra using Eqs. (54)–(56) and (58) we obtain
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max
j¼1;...;n

juðxjÞ � �ujj 6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nD þ 1

p
þ 2

ffiffiffiffiffiffi
nD
p

þ 1
� �

kF � f ckL1½0;1� þ 1þ Leðm;nDÞ þ Le
Bðm;nDÞ

� � ðDeÞmþ1Mu

22mþ1ðmþ 1Þ!
: ð62Þ
Since nD is fixed, Le
Bðm;nDÞ and Leðm;nDÞ are uniformly bounded, and De ¼ OðhÞ, we conclude that

maxj¼1;...;njuðxjÞ � �ujj ¼ Oðhmþ1Þ plus a constant times kF � f ckL1½0;1�, as desired, and thus the accuracy of the solution is directly
related to the accuracy of the FC(Gram) continuation.

4. Stability and singular-value decompositions

In this section we establish the stability of FC-AD algorithms introduced in Part I for the Heat and Poisson Equa-
tions. Our analysis relates stability to a bound on the largest singular values of the matrices associated with the dis-
crete one-dimensional operators Sx‘ ;xr ;B‘ ;Br

a2 ;x . The conclusions of our analysis are drawn from a numerical evaluation of
such singular values for a complete range of all but two of the parameters involved: the two parameters nxi

and
nyj

defined below (the numbers of discretization points within the PDE domain in the vertical and horizontal lines
passing through xi and yj, respectively) are taken to span a large range but, naturally, not the complete (infinite) range
of possible values.

Remark 4.1. The stability of finite-difference algorithms can generally be established through consideration of the
eigenvalues of certain symmetric matrices, which control the growth and accumulation of errors over the number of time-
steps necessary to advance the solution up to a given final time T. In the case of the ADI algorithm a stability analysis for
rectangular D-dimensional domains ðD ¼ 2;3; . . .Þ can in some cases be reduced to study of eigenvalues of one-dimensional
finite-difference matrices. Indeed we have (1) for rectangular domains, ADI time-stepping amounts to application of a product
of fixed one-dimensional operators [31, p. 599] (the same is in fact true of FC-AD time-stepping for rectangular domains),
and (2) each one of the one-dimensional ADI operators mentioned in point (1) are symmetric matrices. Under these two
conditions, the Euclidean operator norm of the overall D-dimensional ADI time-stepping matrix (that is used in the ADI
stability analysis [31, p.599]) is bounded by the product of the largest eigenvalues of the underlying one-dimensional
operators. If the one-dimensional alternating direction operators are not Hermitian, as is the case for both the one-
dimensional operators associated with the FC-AD algorithm and with the D-dimensional ADI operator for a non-rectangular
domain, the largest eigenvalue does not equal the Euclidean operator norm. As shown in what follows, the FC-AD stability
analysis can still be performed by appealing to singular values instead of eigenvalues: below in this section we use singular
values of one-dimensional operators to establish stability of the overall D-dimensional FC-AD solver for the heat equation in
general non-rectangular domains.

In order to facilitate reference to the grid points in the interior of the domain, we introduce some additional notations. Let
the bounded open set X (the domain of the PDE, see Fig. 1) be contained in ½ax; bx� � ½ay; by�, let
fðxi; yjÞ : 1 6 i 6 Nx; 1 6 j 6 Nyg ð63Þ
be a Cartesian mesh in the rectangle ½ax; bx� � ½ay; by�, and call DX the set of mesh points interior to X:
DX ¼ fðxi; yjÞ 2 ½ax; bx� � ½ay; by� : ðxi; yjÞ 2 Xg: ð64Þ
For a given point ðxi; yjÞ 2 DX, let nxi
be the number of points in DX on the same vertical line as ðxi; yjÞ, and let nyj

be the cor-
responding number of points in DX on the same horizontal line.

We also introduce some vector spaces associated with these meshes: we let ‘2ðnÞ ¼ Rn be the usual n-dimensional vector
space with the Euclidean norm (in our constructions n may be either nxi

or nyj
for some xi or yj) and, calling NX the total num-

ber of points in DX, we define the space ‘2ðDXÞ ¼ RDX —that is, the set of all functions from DX to R—with the usual Euclidean
norm: for a given h 2 ‘2ðDXÞ; hij ¼ hðxi; yjÞ, the norm of h is given by
khk‘2ðDXÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðxi ;yjÞ2DX

h2
ij

NX

vuut : ð65Þ
4.1. Stability: reduction to evaluation of FC-ODE singular values

To start our study we introduce the following definition concerning the FC-ODE solver.

Definition 4.1. Let an n point discretization of the interval ½x‘; xr �, as depicted in Fig. 2, be given. We define L1 as
the FC-ODE solution operator with boundary-values B‘ and Br: L1 ¼ Sx‘ ;xr ;B‘ ;Br

a2 ;x (see Eq. (43)). Further we define L2 as the linear
map from ‘2ðnÞ ! ‘2ðnÞ given by L2f ¼ ð2L1 � IÞf . Note that �qj ¼

Pn
j¼1L2;ijfj is an approximation of qðxÞ ¼ 2uðxÞ � f ðxÞ.

(Here and in what follows, the matrices of the operators Lk, k ¼ 1;2, in the underlying canonical basis, are denoted by
Lk ¼ ðLk;ijÞ.)
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The FC-ODE solution operator Sx‘ ;xr ;B‘ ;Br

a2 ;x , which is described in Section 3 and, in more detail, in Section 4 of Part I, is defined
in terms of (1) the FC(Gram) Fourier Continuation algorithm; (2) exact solution of ODEs with right-hand-sides given by Fou-
rier series, and (3) certain corrections introduced to insure stability and convergence when FC-ODE is used as part of the FC-
AD PDE solvers.

Remark 4.2. The linear maps L1 and L2 depend on the FC(Gram) and FC-ODE parameters n, h, nD, m, d=D, g, � ; e‘ ¼ x1 � x‘,
er ¼ xr � xn, B‘, Br and a. As is appropriate in stability studies, the boundary values B‘; Br are taken to vanish for the stability
analysis presented in this section. For a given domain X, a selected time-step Dt (which determines a; see (42) and Part I), a
given Cartesian mesh (64), and selected values of nD, m, d=D, g, � (such as those listed in the caption of Table 2, which are, in
fact, the values generically recommended in Part I), the operators Lk depend on three parameters only, namely, the number n
of discretization points used and the values e‘ and er; when necessary, in what follows, we make these dependencies explicit
through the notations Lk ¼ Ln;e‘ ;er

k for k ¼ 1;2.

Our analysis proceeds through consideration of the following versions, defined in all of DX, of the operators L1 and L2.

Definition 4.2. For a given h 2 ‘2ðDXÞ; hij ¼ hðxi; yjÞ, we define the operators L1
x : ‘2ðDXÞ ! ‘2ðDXÞ; L1

y : ‘2ðDXÞ !
‘2ðDXÞ; L2

x : ‘2ðDXÞ ! ‘2ðDXÞ and L2
y : ‘2ðDXÞ ! ‘2ðDXÞ by
L1
x ½h�ðxi; yjÞ ¼

Xnyj

k¼1

L1;ikhkj;

L1
y ½h�ðxi; yjÞ ¼

Xnxi

k¼1

L1;jkhik;

L2
x ½h�ðxi; yjÞ ¼

Xnyj

k¼1

L2;ikhkj; and

L2
y ½h�ðxi; yjÞ ¼

Xnxi

k¼1

L2;jkhik:

ð66Þ
We note that the Heat Equation FC-AD algorithm can easily be expressed in terms of the operators (66) with a2 ¼ kDt
2 (see

Definition 4.1): the approximate solution �un ¼ �un
ij

� �
for time tn ¼ nDt is given by
�un ¼ L1
y L

2
x ½ �wn�1�


 �
; ð67Þ
where �wn is evolved according to
�wn ¼ L2
y L

2
x ½ �wn�1�


 �
¼ 2�un � L2

x ½ �wn�1� ð68Þ
with initial condition �w0
ij ¼ w0ðxi; yjÞ, where
w0ðx; yÞ ¼ 1þ kDt
2

@2

@y2

 !
u0ðx; yÞ: ð69Þ
Similarly, the approximate solution �un ¼ �un
ij

� �
produced after n iterations of the FC-AD algorithm for the Poisson Equation

(see Section 3.3 of Part I), is given by
�un ¼ L1
y L

2
x ½ �wn�1�


 �
; ð70Þ
where �wn is evolved according to
�wn ¼ 1þ cn

cn�1


 �
�un � cn

cn�1
L2

x ½ �wn�1� ð71Þ
with initial condition �w0
ij ¼ 0.

The operator norms L1
x

�� ��
‘2ðDXÞ

; L1
y

��� ���
‘2ðDXÞ

; L2
x

�� ��
‘2ðDXÞ

and L2
y

��� ���
‘2ðDXÞ

arise from the norm (65) of the space ‘2ðDXÞ of func-

tions of a two-dimensional discrete variable. As it happens, however, these operator norms can be bounded by a maximum of
the singular values of a set of operators defined on one-dimensional meshes. Indeed, the ‘‘horizontal data lines”
fh : hij ¼ 0 for j – j0g form a complete set of invariant subspaces for the operators L1

x and L2
x , while the ‘‘vertical data lines”

fh : hij ¼ 0 for i – i0g form a complete set of invariant subspaces for the operators L1
y and L2

y . Therefore, as is easily checked,
the norms of each one of the four two-dimensional operators (66) is bounded by
max Ln;e‘ ;er
k

�� �� : k ¼ 1;2; 0 6 n 6maxfNx;Ny
� �

; 0 6 e‘; er 6 hg; ð72Þ
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see Eq. (63) and Remark 4.2, where k � k denotes the operator norm in the space ‘2ðnÞ. The quantity kLkk in Eq. (72), which, as
is the case for all finite dimensional operators, equals the maximum singular value of the matrix ðLk;ijÞ, can be evaluated eas-
ily using readily-available linear algebra algorithms.

It follows from the evolution Eqs. (68), (70) and (71) that stability of the FC-AD algorithms for both the Heat Equation and
the Poisson Equation is ensured provided the relations
Fig. 6.
as a fun
er ¼ ðxr
kL1k‘2 6 1 and kL2k‘2
6 1 ð73Þ
are satisfied along with the condition that cn 6 cn�1 as prescribed in Section 3.3 of Part I; in Section 4.2, we verify that these
stability conditions do indeed hold for the recommended values of the parameters that define our algorithms.

4.2. Evaluation of the maximum singular values kL1k and kL2k

As shown in the previous section (see e.g. Eq. (72) and associated narrative), the maximum singular values kL1k and
kL2k determine the stability of the FC-AD algorithm for the Heat and Poisson Equations. While, unfortunately, we have
not been able to evaluate these singular values in closed form, we found it possible to obtain these quantities numerically
in an essentially comprehensive manner. Indeed, as mentioned in Remark 4.1, the linear maps L1 and L2 are functions of
the parameters n, h, nD, m, d=D, g, � , e‘ ¼ x1 � x‘; er ¼ xr � xn and a. All our applications of FC-AD solver use parameters
values nD; d=D, g and � as shown in the caption of Table 2 (which coincide with the values generically recommended in
Part I); based on a range of numerical tests we performed we believe these parameter choices to be essentially optimal for
the types of problems we have thus far considered. Therefore we take these parameter values as fixed, and we evaluate
the singular values of the operators L1 and L2 for adequate ranges of values of the parameters n, a, m, e‘ and er . Using
adequately refined discretizations for the parameters a, e‘ and er , we have verified that the stability conditions (73) hold
for all values of these parameters, for all n 6 200 and a sampling of a wide range of larger values of n, for all m 6 4 for the
operators L1 and L2, and for m 6 5 for the operator L1 (the operator L2 does not enter in the Wave Equation FC-AD formu-
lation described in Section 5, for which the value m ¼ 5 leads to stable solutions in the context of the parameter prescrip-
tions we use otherwise). In what follows we describe some of the numerical experiments that we performed to effect this
verification; see also [32].

Fig. 6 displays, as functions of a and for several values of n, numerical approximations of the quantities
1�maxe‘ ;erkL1k and 1�maxe‘ ;erkL2k, where the maxima are taken for all admissible values of e‘ and er . This figure
was produced by obtaining numerically, for each value on a fine a-mesh, the maxima, over all admissible values of
e‘ and er , of each of the singular values kL1k and kL2k. The maximum singular values that coincide with the operator
norms kL1k and kL2k were calculated using Singular Value Decompositions (SVD) [33], and the maxima over e‘ and er

were estimated as maxima over all 121 possible combinations of 11 values for e‘ and 11 values for er—which in view of
our experiments were deemed sufficient to produce accurately the maxima of the singular values over all admissible
values of e‘ and er . Results shown on the left portion of Fig. 6 correspond to m ¼ 5 (sixth-order accuracy); in fact, just
like the few m ¼ 5 curves shown in this figure, the m ¼ 5 curves essentially coincide for all values of n. Thus, these
numerical calculations provide strong evidence that the stability relation kL1k < 1 is satisfied for all possible values
of the parameters n, e‘ and er and a for m 6 5. Similarly, the results for the linear map L2 suggest that the stability
condition kL2k < 1 is satisfied for m 6 4 (up to fifth-order accuracy) for all admissible parameter values. As mentioned
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Left: 1�maxe‘ ;er kL1k for m ¼ 5 (sixth-order accuracy), as a function of a for four values of n. Right: 1�maxe‘ ;er kL2k for m ¼ 4 (fifth-order accuracy),
ction of a for four values of n. Maxima with respect to e‘ and er were obtained by maximization over a discrete sampling of e‘ ¼ ðx1 � x‘Þ and
� xnÞ, as indicated in the text, for each fixed value of a.
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above, for example, we have performed these calculations for all values n 6 200 and many other values larger than
200; the results of some of these calculations are shown on the right portion of Fig. 6. We have never encountered
values of the parameters under consideration for which the stability conditions kL1k < 1 and kL2k < 1 (for m 6 5 and
m 6 4, respectively) are not satisfied.

In contrast, our calculations show that, for m P 6, the stability conditions (73) are violated for some values of a—at
least under our present selection nD ¼ 10 of the sampling parameter—and, thus, for this value of nD, the choice m P 6
leads to conditional stability only. Conceivably other choices of the sampling parameter nD might restore stability for
polynomial degrees m P 6. A study of the dependence of the stability domain on the ratio nD=m is left for future
work.

5. FC-AD algorithm for the Wave Equation

We now consider an extension of the FC-AD methodology to the Wave Equation in two- and three-dimensional spatial
domains, and we present a variety of numerical results obtained from this algorithm—demonstrating high-order accuracy
and unconditional stability. We consider at first the two-dimensional Wave Equation with Dirichlet boundary data
utt ¼ k2ðuxx þ uyyÞ þ Qðx; y; tÞ; in X� ð0; T�;

uðx; y; tÞ ¼ Gðx; y; tÞ; ðx; yÞ 2 @X; t 2 ð0; T�;

uðx; y;0Þ ¼Wðx; yÞ; ðx; yÞ 2 X;

utðx; y; 0Þ ¼ Vðx; yÞ; ðx; yÞ 2 X;

ð74Þ
where X � R2 is a smoothly bounded domain, and where Q, G, W and V are given smooth functions defined either in X, in
X� ð0; T� or in @X� ð0; T�, as appropriate. Our experiments indicate that use of a centered second-order accurate time
discretization
unþ1 � 2un þ un�1

Dt2 ¼ k2 @2

@x2 þ
@2

@y2

 !
unþ1 þ un�1

2
þ Q n; ð75Þ
similar to that used for the Heat Equation in Part I, leads to long time instability due to the occurrence of eigenvalues with
small imaginary components in the resulting fully-discrete scheme. To avoid this difficulty we use, instead, the first order
scheme (76) below, whose first order truncation error gives rise to stability. It is easy to recover the accuracy that is lost
as a result of the additional diffusion, however: as shown in Section 6, use of Richardson extrapolation can be made to regain
second-order accuracy and, in fact, to obtain even higher orders of temporal accuracy (compare [34]).

Thus, to derive our FC-AD splitting for the Wave Equation we first consider the time discretization
unþ1 � 2un þ un�1

Dt2 ¼ k2 @2

@x2 þ
@2

@y2

 !
unþ1 þ Qn þ E1ðx; y; tÞ

Dt2 ; ð76Þ
where
E1ðx; y; tÞ 6 k2Dt3kutxxkL1ðX�ðtn ;tnþ1ÞÞ þ k2Dt3kutyykL1ðX�ðtn ;tnþ1ÞÞ þ
Dt4

12
kuttttkL1ðX�ðtn ;tnþ1ÞÞ: ð77Þ
Eq. (76) can be re-expressed in the form
1� k2Dt2 @2

@x2 � k2Dt2 @2

@y2

 !
unþ1 ¼ 2un � un�1 þ Dt2Qn þ E1ðx; y; tÞ: ð78Þ
The operator on the left hand side of Eq. (78) may be split creating an additional error
1� k2Dt2 @2

@x2

 !
1� k2Dt2 @2

@y2

 !
unþ1 ¼ 2un � un�1 þ Dt2Q n þ E1ðx; y; tÞ þ E2ðx; y; tÞ; ð79Þ
where
E2ðx; y; tÞ ¼
k4Dt4

4
@2

@x2

@2

@y2 unþ1
6

k4Dt4

4
kuxxyykL1ðX�ðtn ;tnþ1ÞÞ: ð80Þ
Then by inverting the operators on the left hand side and discarding the error terms we obtain
~unþ1 ¼ 1� k2Dt2 @2

@y2

 !�1

1� k2Dt2 @2

@x2

 !�1

ð2un � un�1 þ Dt2Q nÞ ð81Þ
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corresponding to the discrete alternating direction algorithm
~unþ1 ¼ L1
yL

1
x ð2un � un�1 þ Dt2QnÞ; ð82Þ
where the operators L1
y and L1

x are those introduced in Definition 4.2. The boundary conditions for each inverse operation are
given by Gðx; y; tnþ1Þ; all together, the application of each one of these inverse operators, including their corresponding
boundary conditions, amounts to the solution of an uncoupled set of ODEs of the form (42). As in the Heat Equation algo-
rithm presented in Part I, this choice of boundary data yields additional truncation error, E3, which is bounded by
E3ðx; y; tÞ 6
k2Dt2

4
kuyykL1ðX�ðtn ;tnþ1ÞÞ: ð83Þ
The overall error that arises as the discrete algorithm (82) is used to evolve a numerical solution up to a certain time T
results, naturally, as a composite of occurrences and propagation of truncation errors (77), (80) and (83) at various time-
steps. Unfortunately, if it was established that the algorithm under consideration amplifies single time-step errors by a factor
that grows linearly with time, as is typically done in the analysis of finite-difference methods (see e.g. Eq. (8.2.1) in [35, p.
193]) then the convergence of the algorithm could not be established. Indeed, under such linear-growth condition, if an error
E is introduced in a given step of the algorithm, the error after T

Dt additional steps may be amplified by a factor of the order of
T
Dt. Assuming an error of jE1j þ jE2j þ jE3j error is introduced at each of the T

Dt steps of the algorithm, the ultimate error at time T
would be estimated to not exceed a constant times jE1 jþjE2 jþjE3 j

Dt2 . Owing to the E3 error term, and in contrast with the behavior
observed in practice, such an approach would not establish the convergence of the algorithm: the error bound thus obtained
does not tend to zero as Dt ! 0.

In practice it is observed that, for the basic algorithm, without use of Richardson extrapolation, the overall error at a fixed
time T is a quantity of order OðDtÞ in spite of the presence of the OðDtÞ2 error E3. Without embarking in a full theoretical
study of the properties of the algorithm (82), we suggest the observed convergence should relate to the fact that, as is estab-
lished by energy bounds such as [36, p. 381] for the continuous Wave Equation, the overall error resulting from evolution up
to a fixed time T of boundary errors originating at a single time-step should be bounded by an adequate norm of the bound-
ary error itself—and, thus, the overall error arising from all of the needed T

Dt time-steps should be of the order of OðDtÞ, as
observed in our numerical experiments.

The FC-AD algorithm for three-dimensional problems takes a similar form
~unþ1 ¼ L1
zL

1
yL

1
x ð2un � un�1 þ Dt2Q nÞ: ð84Þ
The solutions of Eqs. (82) and (84) are obtained by solving ODEs of the form (42), with
a ¼ kDt; ð85Þ
by means of the FC-ODE algorithm. In this paper we use m ¼ 5 for all cases concerning wave equations; see Section 4.2 for a
discussion concerning stability for various PDEs and various values of m.

We have demonstrated numerically the unconditional stability of the FC-AD Wave Equation algorithm for a variety of
geometries by both, explicit calculation of eigenvalues of the full D-dimensional time-stepping operators, and through a
wide range of long-time runs; a sampling of such results are presented in Section 6. While not reducing the Wave Equation
stability analysis to properties of one-dimensional geometry-independent operators (which was indeed accomplished for
the Heat- and Poisson-Equation algorithms, see Section 4) the results of these tests are significant: after very many compu-
tational runs for a variety of geometries, we have never observed an instability—for any time-step/spatial-mesh-size
whatsoever.

6. Numerical results for the Wave Equation

In what follows we demonstrate the convergence and unconditional-stability properties of the Wave Equation FC-AD
algorithms of sixth-order spatial accuracy ðm ¼ 5Þ and various orders of temporal accuracy—the latter of which are obtained
by means of Richardson extrapolation, see e.g. [34]. (The Richardson extrapolation technique combines a number N of first
order solutions for various time-steps, Dt ¼ Dt1;Dt2; . . . ;DtN to produce a solution with error of the order of OðDtNÞ.)

Remark 6.1. Our numerical experiments indicate that, in order to obtain full N-order convergence from the Richardson
extrapolation algorithm, it must be ensured that the parameter v (49) is either taken to equal one for all of the time-steps Dt
used, or taken to be less than one for all of the time-steps Dt used. In practice this does not amount to a significant restriction.
In our first example we consider the Wave Equation with k ¼ 1 on a complex two-dimensional domain contained within a
circle of radius 0.5 centered at x ¼ 0:5 and y ¼ 0:5 and outside the curve defined parametrically by
xðhÞ ¼ ð1þ cosð2hÞÞ cosðhÞ
8

� 1
2
; yðhÞ ¼ ð1þ cosð2hÞÞ sinðhÞ

8
� 1

2
ð86Þ
for h 2 ½0;2p�; see Fig. 7. We assumed Gaussian initial data of the form
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Fig. 8. Maximum error for the Wave Equation with Gaussian initial data, with fixed h ¼ 0:002 on the left and Dt ¼ 1=3000 on the right.

Fig. 7. Visualization of numerical results for the Wave Equation in a complex domain.
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Wðx; yÞ ¼ uðx; y;0Þ ¼ e�1000fðx�0:75Þ2þðy�0:75Þ2g; ð87Þ
together with zero values for the boundary condition G, the forcing function Q and the t ¼ 0 time derivative V. The solution
was calculated using Richardson extrapolation to second-order up to a final time T ¼ 1, at which point the wave resulting
from the pulse had travelled through most of the domain; a snapshot at T ¼ 1 is displayed in Fig. 7.

A variety of convergence studies were performed to assess the rates of convergence of the solutions provided by the FC-
AD algorithm for this problem. At first a (fine) spatial resolution was fixed at hx ¼ hy ¼ 0:002 and time-steps ranging from
Dt ¼ 1=800 to Dt ¼ 1=25;600 were used to study the order of temporal accuracy; solution errors were obtained through
comparisons with the Dt ¼ 1=51;200 solution. (In each case, Richardson extrapolation was performed using calculations
up to time T using time-steps Dt and Dt=2.) The temporal convergence is demonstrated on the left portion of Fig. 8; the ex-
pected second order accuracy in time is observed. To study the convergence as the spatial discretization is refined, the value
Dt ¼ 1=3000 was fixed and the value of hx ¼ hy was allowed to vary from 0.008 to 0.003 and compared with the reference
solution calculated with hx ¼ hy ¼ 0:001. The resulting errors are shown on the right portion of Fig. 8, demonstrating the
high-order spatial convergence of the FC-AD algorithm. The unconditional stability of the method enables accurate and sta-
ble solution in spite of the extremely small mesh segments that arise next to the domain boundaries.

As an additional example we consider once again the k ¼ 1 Wave Equation over the domain whose boundary is defined by
the curve ðx� 0:5Þ4 þ ðy� 0:5Þ4 ¼ 1=16. The functions Q, G, W and V were chosen in such a way that the exact solution equals
uðx; y; tÞ ¼ sin
ffiffiffiffiffiffi
85
p

pðx� tÞ
� �

þ sin
ffiffiffiffiffiffi
85
p

pðy� tÞ
� �

: ð88Þ
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Fig. 10. Maximum errors resulting from applications of the FC-AD Wave Equation algorithm to a problem with solution given by Eq. (88). Left: Errors with
h ¼ 0:01667 fixed, as a function of Dt. Right: Errors resulting from use of the FC-AD algorithm in conjunction with fourth-order Richardson extrapolation in
time.

Fig. 9. Solution u of a PDE problem used in convergence studies of the FC-AD Wave Equation algorithm.
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The function uðx; y; tÞ at the final time T ¼ 1 is depicted in Fig. 9. For a fixed mesh with h ¼ 0:01667, various time-steps were
chosen ranging from 0.2 to 3:33� 10�7; the maximum error at any time-step during the calculation is shown on the left of
Fig. 10. Clearly, stability occurs for a very wide range CFL numbers—certainly, owing to the smallness of the boundary mesh-
segments, much larger, in fact, than the nominal CFL ratio implicit in the largest Dt=h quotient, namely,
Dt=h ¼ 0:2=0:01667 ¼ 12	 1—giving yet another indication of unconditional stability.

The solution of this problem was subsequently obtained using Richardson extrapolation: in Fig. 11 we show the errors
resulting from calculations using fourth-order Richardson extrapolation in conjunction with our FC-AD scheme, in which
both the time-step and the spatial mesh-size are refined simultaneously. The error is primarily dependent on the time-step
and therefore the fourth-order Richardson-extrapolation convergence is observed. Additional improvements should result
from use of a restarted version [34] of the Richardson extrapolation methodology.

The full sixth-order spatial convergence can, of course, be observed in this example provided sufficiently small time-steps
are used. To demonstrate this, for each element in a representative set of h values in the range 0:001 6 h 6 0:01667, we used
first order solutions obtained for Dt ¼ 5� 10�4; 2:5� 10�4; 1:667� 10�4 and 1:25� 10�4 to produce fourth-order Richard-
son solutions with sufficiently small temporal errors so that the six-order spatial convergence is realized. The errors thus
obtained are displayed on the right portion of Fig. 10.

To conclude this section we demonstrate the FC-AD techniques for linear hyperbolic equations in complex three-
dimensional domains. We thus present results for a three-dimensional Wave Equation, with k ¼ 1, in the domain given by
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Fig. 11. Numerical errors arising in the solution of a Wave Equation, with exact solution given in Eq. (88), as a function of Dt ¼ h. Fourth-order Richardson
extrapolation was used. The coarsest time-step of the extrapolation was taken to equal h; the other time-steps used were Dt ¼ h=2; h=3 and h=4. Fourth-
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Fig. 12. Solution to the Wave Equation with Gaussian initial data in a domain consisting of the complement of a sphere within a cube. The gray-scale on the
three planar sections x ¼ 0:5025; y ¼ 0:5025 and z ¼ 0:5025 display the planer values of the solution.
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the complement of the sphere of radius 1/4 centered at (1/2,1/2,1/2) in the unit cube ð0;1Þ3. The solution is defined by initial
data given by the Gaussian function
uðx; y; z; 0Þ ¼ e�2000fðx�0:5Þ2þðy�0:75Þ2þðz�0:75Þ2g;
a vanishing initial time derivative, and zero boundary conditions on both the surface of the sphere and the surrounding
cube. A spatial step h ¼ 1=199 was used giving rise to approximately 7.3 million unknowns. Each time-step required less
than ten seconds of computing time on a single core of a 2.33 GHz processor. Fig. 12 displays the values of the solution
on the three planes x ¼ 0:5025; y ¼ 0:5025 and z ¼ 0:5025 for a selected point in time. Without Richardson Extrapola-
tion, the three-dimensional algorithm is first-order accurate in time with sixth-order spatial accuracy. Our experiments
indicate that the present three-dimensional FC-AD Wave Equation solver is unconditionally stable and, like its two-
dimensional counterpart, is fast (it runs in times that grow only linearly with the size of the discretization, at approx-
imately one second per time-step per million unknowns in a single-processor of present day PC) as well as highly
accurate.
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7. Transient and time-harmonic wave propagation: pollution error

As mentioned in Section 1, classical FEM and FDM wave-propagation algorithms typically require very large numbers of
points-per-wavelength (PPW) in large-scale problems [18,17,16]: the errors produced in finite-difference and finite-element
representations compound over the lengths of PDE domains, requiring, for a given error tolerance, increasing numbers of
discretization points per wavelength as the number of wavelengths is increased. As demonstrated in this section, the FC-
AD algorithms do not suffer from this significant drawback.

To demonstrate the advantages arising from use of FC-AD algorithms, we consider a simple wave-propagation problem:
the one-dimensional Wave Equation utt ¼ uxx in the unit intervals of time and space—with initial and periodic boundary con-
ditions selected in such a way that the exact solution is given by uðx; tÞ ¼ sinð2pwðx� tÞÞ. In view of the periodicity of the
solution and the regularity of the spatial grid used, the finite-difference algorithm exhibits nearly optimal performance in
this case. The FC-AD implementation, in contrast, does not benefit from periodicity as it was set to use continuation functions
such as the one displayed in Fig. 14. On the left portion of Fig. 13, we display the errors arising for this problem from both, a
spatially second-order explicit finite-difference scheme and our FC-AD algorithm. The time-step used for both algorithms
was taken to be small enough so as to have no significant effect on the numerical error for any of the wavelengths consid-
ered. The maximum error for all time-steps at all discretization points is reported in the figure for 15 and 20 PPW for the FC-
AD method, and for 25 and 400 PPW for the second-order finite-difference method. We note that, unlike the FDM, the FC-AD
algorithm yields similar performance for an arbitrarily shaped domain in two- and three-dimensional space. In any case,
Fig. 13 demonstrates the significant performance advantages that arise from use of the FC-AD algorithm for wave propaga-
tion problems, even for the present, extremely simple (and highly advantageous for FDM) one-dimensional configuration. A
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similar graph, presented on the right portion of Fig. 13, compares the FC-AD method with results obtained by means of a
fourth-order finite-difference method.

Clearly, lower-order methods are exceedingly costly for problems whose spatial dimensions span many wavelengths. The
improvement in the performance from second- to fourth-order finite-difference methods is remarkable, but even with
fourth-order finite-difference methods the growth in the required number of points per wavelength makes 3D calculations
prohibitive. As mentioned in Section 1, current research on finite-difference methods on complex domains without use of
domain mappings (including the SAT and Embedded Boundary methods) still focuses on development of second- and
fourth-order accurate formulations (typical EB formulations of higher order of accuracy on non-rectangular domains have
not proven reliably stable thus far), for which the dispersion/pollution error presents a significant challenge. In contrast,
the number of points per wavelength required by the FC-AD methodology for a given accuracy remains essentially constant
as the sizes of the problems are increased—and therefore, the FC-AD approach offers as significant a capability for solution of
wave propagation and scattering problems, as it does for the parabolic and elliptic problems discussed in Part I.
8. Conclusions

In this contribution we studied the properties of the previously-introduced FC-AD algorithm for the Heat and Poisson
Equations, and we extended the FC-AD method to hyperbolic PDEs through applications to the Wave Equation in one,
two and three spatial dimensions. In particular, an analysis of the spatial accuracy of the FC(Gram) approximation (a central
component to the FC-AD) was presented, along with a corresponding study of the accuracy of the FC-ODE solvers for the
types of ODEs that result from the alternating direction splitting of the Heat, Poisson and Wave Equations. A key contribution
in this paper is a stability criterion for the parabolic and elliptic algorithms that was used to establish unconditional stability
of these solvers for general domains on the basis of numerical evaluation of singular values of certain one-dimensional
(geometry independent) operators. The unconditionally stability and high-order spatial and temporal accuracy for the Wave
Equation FC-AD solver (with high-order temporal accuracy achieved by means of Richardson extrapolation) were demon-
strated through a variety of numerical examples. It was also demonstrated that the FC-AD methodology does not suffer from
the debilitating dispersion/pollution effect that underlies finite-difference and finite-element formulations.
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